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Abstract— The Internet is a living entity, always 

changing and evolving. In addition to an evolving 

Internet, the usage of devices and systems has 

tremendously increased which leads to the need of 

recommended systems. The recommended system is 

one in which the user will receive the intended or 

appropriate information according to the user 

choices over the Internet. The proposed method 

combines the collaborative filtering technique, which 

carry out recommendations by referring to the public, 

who has the same taste. The System uses K-means 

clustering by adopting nature inspired cuttlefish 

optimization algorithm, which works on two 

parameters namely reflection and visibility. The 

system is built with the help of IMDB dataset for 

movie choices. It is also compared with the existing 

system which uses cuckoo search optimization and 

the results have been analyzed. 

Keywords—Collaborative, Cuttlefish, Clustering, 

Recommendation 

I.  INTRODUCTION  

 

With boon of Internet, the users of today's system 

were prone to high amount of choices. The 

information overload phenomenon have invaded in 

every fields of lives. Recommendations narrow down 

what could become a complex decision to just a few 

recommendations. The research in the field of 

recommendation system is still growing and not yet 

implemented full due to some of the practical 

constraints and limitation. Prediction delivery system 

or the recommendation system have added the 

economy of some of the famous ecommerce sites. It 

is estimated that 2/3rd of movies watched on Netflix 

are based on the recommendation.[21] When the 

quality of recommendation gets started to increase, it 

directly adds up another dimension in the space of 

recommendation.Web personalized recommendations 

are one which gains more importance in current real 

world  applications[2]. First known recommendation 

system is “Usenet”, a distributed discussion system 

made by Duke University in the late 1970s, which 

operated in client/server format, allowing users input 

to be categorized into specific newsgroups. The best 

known example is targeted advertisement on the 

internet. They are more prone to recommending 

accurate advertisement based on the searches. A 

recommendation system suggests a few data points 

on a large pool of data. There are several classic 

approaches for generating recommendations: 

collaborative filtering, content-based, case-based and 

hybrid methods. This paper suggest a method of 

combining collaborative filtering along with k-means 

clustering techniques and uses bio-inspired cuttlefish 

optimization procedures to carry out the 

recommendation steps. For example, taking one 

user's bookshelf and crosschecking it with shelves of 

other users, finding those with similar books will 

yield several possible book recommendations for that 

user. To carry out such an operation, ratings of items 

must be gathered and stored from a large number of 

users. This approach is called collaborative filtering. 

The proposed method is built by taking the taste of 

users in watching movies and then recommending the 

best optimized results to the users. 

The paper is organized as follows: section 2 

describes the related and background work, section 3 

describes the proposed solution, section 4 describes 

the algorithms employed on the proposed system and 

section 5 describes the evaluation metrics on the 

designed system. 

II. RELATED WORK 

 

Over the decades recommendation system has 

been increasing. Tapestry[3] is one of the earliest 

method to create a recommended system by 

considering collaborative approach consist of 

workgroup peoples. Later Several rating based 

collaborative approach techniques have been 

evaluated. Philip et.al[4] applied content-based 

approach in research paper recommender system for a 

digital library. The authors used content-based 

technique as the recommendation technique. The 

system provides recommendations to users based on 

their taste or needs supplied as a query. The users' 

queries and research papers were represented as 

vectors of weights using vector space model and 
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TF-IDF weighing scheme. Cosine similarity was     

used to determine similar papers to the users' queries 

(supplied as input). This system did not use the 

ratings of an active user to provide 

recommendations.[5] An earlier study by Eyjolfsdottir 

et.al for the recommendation of movies through 

MOVIEGEN had certain drawbacks such as , it asks a 

series of questions to users which was time taking . 

On the other hand it was not user friendly for the fact 

that it proved to be stressful to a certain extent.  

Rendle et.al. [6] applied matrix factorization in a 

movie dataset with the aim of enhancing the quality 

and accuracy of the recommendation as well as 

reducing the complexity of building their model. 

Cumbreras et.al.[7] applied collaborative filtering 

algorithms and calculated user’s score on a  particular 

movie without having any remark, in which 

calculated a distance among the user and item when 

there is no relation at all. The proposed methodology 

eliminate the use of prompting series of questions to 

the user and also uses collaborative filtering approach 

inorder to find the user’s personal choices to provide 

optimal recommendation of movies to the user. 

III. PROPOSED METHODOLOGY 

   An alternate way of recommending movie to the 

user with the help of collaborative filtering along with 

k-means clusterization is proposed. The well-known 

Movie Dataset [10] is used to analyse the behaviour of 

the proposed system. In proposed method, users are 

prompted to select the genre of the movie, which they 

are likely to watch. A count of three genres are taken 

from the user in-order to recommend the movie list to 

the user. Upon the selection of the movie genre, a list 

of movies based on the selected genres will be 

display to the user for further selection. With the 

combination of above selections and by the use of K-

means which are used to group the users of similar 

taste and cuttlefish algorithm to propose a optimal 

recommendations from the result of k-means  , a list 

of movies which are worth watching  for the users 

taste will be recommended. The flow of work can be 

seen. 

IV.  K-MEANS –CUTTLEFISH BASED COLLABORATIVE 

FILTERING FRAMEWORK 

    Clustering based techniques are broadly used in 

movie recommendation systems to reduce the 

problem of scalability.[8,9] Various researchers applied 

clustering-based methods on recommender systems 

that delivered expert recommendations. The objective 

of clustering is to partition objects into groups known 

as clusters in such a way that two objects  within the 

same cluster have a minimum distance between them 

to  identify similar objects. For the part of 

optimization, Cuttlefish Optimization algorithm is 

employed, since it is more efficient than some of the 

famous nature inspired algorithm such as Genetic 

Algorithm, Particle Swarm Optimization(PSO),Bees 

Algorithm..The original K-means algorithm was 

proposed by MacQueen[11] .The ISODATA algorithm 

by Ball and Hall[12] was a nearly but sophisticated 

version of k-means. Clustering divides the objects 

into meaningful groups. The clusters for evaluation 

are selected randomly with users at any given space 

and they are inspected one by one by calculating the 

inter distance relationship between them. So each 

user’s distance is compared to its cluster mean and 

relocated according to the smallest distance from any 

cluster’s mean. The process is said to continue until 

no more relocations are possible. The tradition K 

means pseudo code can be seen in the Fig 4.1. 

   For the process of optimization the results of K-

means algorithm Cuttlefish Optimization is 

employed. The cluster is prepared with a fitness 

function that helps in improving the user’s centroid 

distances, whereas fitness function changes previous 

centroids for a limited number of iteration. Then 

classify the users again by calculating the minimum 

centroid differences or applying k-means again. 

Cuttlefish [13, 14] is a type of cephalopods which is  

well-known for its abilities to change its colour to 

either seemingly disappear into its environment or to 

produce stunning reflections. Cuttlefish is made up of  

different layers such as Chromatophores(which are 

responsible for pigments)[15],Iridophores(which are  

responsible for reflecting the lights ) [16]  and 
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Leucophores (which  are responsible for the white 

spots)[17]. 

The cuttlefish algorithm computes the solution by 

the sum of reflection and visibility property of the 

fish, as described in (1) 

newSolution=Visibility+ Reflection               (1)  

The algorithm works by initializing the users from 

the dataset and evaluating the fitness function. Divide 

the entire set of population into four groups and find 

the average and best cases in each group based on the 

equations on reflection and visibility property, the 

process is said to run until the best solution is found. 

The fitness function is responsible for performing this 

evaluation and returning a positive number called as 

fitness value. This value reflects how optimal the 

solution is, the higher the number, the better and the 

solution. The working of K-means algorithm and 

cuttlefish optimization is seen in the Fig 4.2 and Fig 

4.3 respectively. 

Step 1: Accept the number of clusters to group data 

from the dataset. 

 

Step 2:  Initialize the first K clusters. Take Random 

sampling of k elements  

 

Step 3: Calculate the arithmetic means of                

each cluster formed in the dataset.  

 

Step 4:  K-means assigns each record in the dataset 

to only one of the   initial clusters. Each record is 

assigned to the  nearest cluster using a measure of 

distance. 

 

Step 5: K-means re-assigns each record in     

the dataset to the most similar cluster and re-

calculates the   arithmetic mean of all   the clusters 

in the dataset.  

   

   Fig 4.1: Pseudo code for K-means Algorithm 

 

              Fig 4.2: Working of K-means Algorithm 

 

 Fig 4.3: Working of Cuttlefish optimization  
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V. EVALUATION RESULTS 

 

The Publicly available Movielens Dataset is taken 

into account  which comprises of 40,000 movies by 

260000 users and updated on October 

2016[18].Movies are classified into 19 types viz. 

action, animation, horror, comedy, etc. Evaluation 

Metrics are key to understand the effective working 

process of the model designed for recommendation. 

In recommender systems, for the final the user the 

most important result is to receive an ordered list of 

recommendations, from best to worst. In fact, in some 

cases the user doesn't care much about the exact 

ordering of the list - a set of few good 

recommendations is fine. 

A. Cross Validations 

In order to estimate the accuracy of the system in 

the real world, the Cross-validation feature is used. In 

k-fold cross-validation, the original sample is 

randomly partitioned into k equal sized subsamples. 

Of the k subsamples, a single subsample is retained as 

the validation data for testing the model, and the 

remaining k−1 subsamples are used as training data. 

The cross-validation process is then repeated k times 

(the folds), with each of the k subsamples used 

exactly once as the validation data. The k results from 

the folds can then be averaged to produce a single 

estimation. The cross validation result for the 

proposed model is found in Table 5.1. It is found 

from the above table, higher the folding (k values), 

higher the cross-validation 

Sl.no K Cross-validation 

1 2 210 

2 3 280 

3 4 315 

4 5 336 

5 6 350 

6 7 360 

7 8 364 

8 9 368 

9 10 378 

10 11 380 

 

Table 5.1:Cross Validation values based on k 

B. Root Mean Square Error 

The Root Mean Square Error (RMSE) (also called the 

root mean square deviation, RMSD) is a frequently 

used measure of the difference between values 

predicted by a model and the values actually observed 

from the environment that is being modelled. These 

individual differences are also called residuals, and 

the RMSE serves to aggregate them into a single 

measure of predictive power.  

RMSE =  
 (𝑋obs,𝑖 − 𝑋model,𝑖)

2

𝑛
 

   where Xobs is observed values and Xmodel is 

modelled values at time/place i. 

C. Precision and Recall 

    Precision (also called positive predictive value) is 

the fraction of retrieved instances that are relevant, 

while recall (also known as sensitivity) is the fraction 

of relevant instances that are retrieved. For the 

context of classification, the following four terms are 

employed, true positive(tp), true negative(tn) , false 

positive(fp), false negative(fn). 
 

The precision and recall can be taken as[19] 

    

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑝

𝑡𝑝+ 𝑓𝑝
 

                                                                                  (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑝

𝑡𝑝+ 𝑓𝑛
 

                                                                            (3) 

The precision and recall curve can be plotted as 

follows: 

 

         Fig 5.2:Precision Recall Curve 

VI. CONCLUSION AND FUTURE WORK 

   The developed system works more efficiently than 

the predecessors and has high efficiency in the cross 

validations and are capable of recommending highly 

reliable outcomes. Privacy protection consideration is 

also a challenge for recommender algorithms. The 

recommendation systems should also take care of 

individual privacy. The future work can be extended 

by implementing an hybrid variety of cuttlefish 

algorithm or  any other nature inspired algorithm to 

increase the current accuracy and speed of the 

recommendation system. 
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